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Abstract

Recent consumer-grade technologies that extract physiological biosignals from users are being introduced
into interactive live performances and innovating its practice. However, the relationship between these signals
and the responsive audiovisual content is often not understood by the audience. Recent discoveries in neuro-
science can address this issue by proposing perceptual cues that help us connect the things we see and hear in
our environment. Drawing from the field of neuroscience, and more specifically the theory of crossmodal bin-
ding, this paper proposes four rules that govern the mechanism which attributes causality between audiovisu-
al elements: same time, same place, keep it simple, repeat. Intended as a set of guidelines for artists, they will
help the audience unify, and understand the underlying cause to, what they see and hear in a performance.
The last section describes a brainwave-based performance called Ad Mortuos that applies these four rules. A
video of the performance is available at http://www.tiny.cc/admortuos.
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1. Introduction

There is an increasing interest in developing (Armstrong, 2006; Schloss, 2003; Wechsler,

interfaces that convert physiological, neuro- 2006).

logical and motor processes like heartbeat, Two popular approaches have been the ap-
muscle contraction, brain activity and body plication of Embodied Cognition schemas and
motion into digital media. Powered by the Human Computer Interaction principles (Hook
growing availability of consumer-grade medi- et al,, 2012; Leman, 2008). Together they pro-
cal devices, artistic experiments with biosig- vide suitable analogies that link the somatic
nals are enriching the performative landscape. qualities of a gesture or sound to the af-

fordances of an interface (Larson & Johnson,
2011; Tanaka, 2010). These analogies are use-
ful for user-centered design but they box our
creativity within intuitive, generic models
(Downie, 2005).

However, these new interfaces tend to con-
ceal the cause and consequence relationship
between the performer’s actions and the audi-
ovisual output (Barbosa, 2006; d'Escrivan,
2006; Hook et al., 2012; Jensenius, 2007). Alt-

hough interactive transparency is up to the An alternative approach proposed by
discretion of the artist, some argue that there (Callear, 2012; Cooke, 2010; Coulter, 2010;
is a need for approaches that make it clear and Whitelaw, 2008) and pursued here, draws from
meaningful to the audience what and how au- neuroscience a means to leverage the neuro-
diovisual materials are being manipulated logical process that governs the unification of
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audio and visual information into coherent,
meaningful chunks. This process called cross-
modal binding picks up spatiotemporal cues
that indicate to the brain that an object and
sound in our environment are related and have
a causal relationship. When crossmodal bin-
ding is created synthetically with a live per-
former and interactive digital media, we are
tricking our brain into creating these physical-
virtual objects that share characteristics with
the natural environment responsible for the
evolution of crossmodal binding.

This paper argues that unrelated audio and
visual elements in interactive live performance
can be bound into a single percept by following
four rules based on crossmodal binding: same
time, same place, keep it simple, repeat. De-
signed with the audience in mind, these four
rules promote audiovisual unity and clarify the
cause and effect relationships between the
performer and interactive audiovisual content.
If followed, these rules will free the artists to
work with abstract content and obscure inte-
ractive technologies and still have them per-
ceptually and cognitively bound into a unified
concept in the eyes of the spectator.

Section 2 of this paper investigates litera-
ture on crossmodal binding supporting the
four rules. Section 3 prescribes eight simple
design strategies that help establish causality
and coherence between the live performers,
visuals and sound. Section 4 describes a per-
formance called Ad Mortuos that was present-
ed in the MOVE! concert series at UT Austin.
The goal of the piece was to create a coherent
expressive medium that combines thought,
movement, sound and image using the four
binding rules.

2. Crossmodal binding

A cat accidentally pushes a vase off a table and
it smashes on the floor. We are able to rapidly
orient our eyes to the scene, catch a glimpse of
the culprit, and deduce what happened partial-
ly because we treated what we heard and saw
as referring to a single spatiotemporal event
(Holmes & Spence, 2005). The process of
grouping vision and sound into a single per-
cept, referred to here as crossmodal binding, is

a crucial, perceptual task that allows us to rec-
ognize objects in the real world that represent
the common cause to the things we sense
(Whitelaw, 2008). The way we combine sound
and image depends on the causal relationship
one infers through top-down decisions (the cat
pushed the vase) (Kording et al., 2007), as well
as automatic bottom-up combinations (the
loud smash came from the vase) (Whitelaw,
2008). The ecological goal of crossmodal bind-
ing is to find a common cause of what we see
and hear to an object or event in the envi-
ronment.

Sounds and images that share similar quali-
ties such as timing, localization, and semantic
compatibility, are more likely to be treated as
referring to a single multi-sensory event or ob-
ject rather than separate unisensory events
(Spence, 2007). These qualities are referred to
as amodal properties since they are not speci-
fic to any particular sensory modality (Welch,
1999). Furthermore, belief in a causal relati-
onship between auditory and visual informati-
on, also known as unity assumption, can also
serve as a cue for binding (Schutz & Kubovy,
2009). Experiments with simple auditory and
visual stimuli suggest that arbitrary sounds and
images can be bound together simply through
spatiotemporal coincidence (Effenberg, 2007;
Kording et al., 2007; Schutz & Kubovy, 2009),
and that the recognition of spatiotemporal
coincidence is enhanced when the observer
believes that the auditory and visual stimuli
should go together (Laurienti, Kraft, Maldjian,
Burdette, & Wallace, 2004; Molholm, Ritter,
Javitt, & Foxe, 2004).

2.1 Same time

When an auditory phenomenon and a visual
phenomenon are presented at the same time
an inevitable and irresistible weld is produced
between them (Chion, Gorbman, & Murch,
1994). This weld allows seemingly unrelated
pairs of audiovisual material to come together.
For example, using temporal disparity as the
independent variable, (Lewald & Guski, 2003)
conducted three experiments that asked par-
ticipants to judge the impression of the
likelihood of a common cause, spatial ali-
gnment, and synchrony, of simple audio and
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visual stimulus. In all three experiments tem-
poral disparity had a significant negative effect
on participants’ judgment. Optimal results
were found when the audio stimulus was pre-
sented 5o0-100 ms after the visual stimulus.

Consecutive stimuli tend to “pull” the per-
ceived time of occurrence towards each other
in an effect called “temporal ventrilo-quism”
(Morein-Zamir, Soto-Faraco, & Kingstone,
2003). In their studies, Morein-Zamir, Soto-
Faraco and Kingstone found that two consecu-
tive visual events were perceived as happening
in a shorter time frame when sound markers
intervene between them compared to when
the sounds were not present. A longer time
frame was experienced when the sound mark-
ers happen before and after both visual events.
The authors claim that the audio markers were
attracting the perceived time of occurrence of
each visuals event towards them.

Stimuli with slow attacks make asynchro-
nies harder to detect (Jaskowski, 1993).
(Vatakis & Spence, 2006) found that subjects
watching a reverse video clip of a guitarist
playing classical music had difficulty in identi-
fying the starting order of the asynchronous
string sound and string pluck. The authors
claim that the reverse video made it hard to
detect when the string were being plucked.
Asynchronies in the normal and reverse video
clip were detected at around 30 ms and 150
ms, respectively, using just noticeable differ-
ence (JND) and a test for the percieved point
of subjective simultaneity (PSS).

2.2 Same place

If sound and image are presented close to each
other in space, observers tend to perceive a
single underlying cause, if they are far apart
from each other observers tend to infer two
independent causes (Kording et al., 2007). Us-
ing as an example a ventriloquist and a puppet,
if the voice and puppet appear together in the
same place we ascribe one source to the audi-
tory and visual stimuli. Increasing the distance
between the voice and puppet makes us infer
that each originates separately from an audito-
ry source and visual source.

Spatial distance between the interaction of
two visual object is negatively correlated with
causality (Yela, 1952). Using the classic Mi-
chotte launching display experiment, Yela’s
study demonstrates that increasing the spatial
gap between the stopping point of the first
moving object and the starting point of the
second moving object decreases the chances
of causal impression, that is, we are less likely
to believe that the first object caused the se-
cond one to move.

Spatially moving events with the same tra-
jectory may produce stronger audiovisual
binding than static events (Soto-Faraco, Ly-
ons, Gazzaniga, Spence, & Kingstone, 2002)
Furthermore, visual motion tends to influence
the auditory motion but not vice versa
(Kording et al., 2007). This sensory dominance
asymmetry can be explained by modality pre-
cision hypothesis which predicts that the sen-
sory channel that provides the most reliable
information will dominate crossmodal integra-
tion, which in the case of localization is vision
(Soto-Faraco, Spence, & Kingstone, 2004).

2.3 Keep it simple

“The austerity of the experimental situation
may in-and-of-itself lead the participants into
an ‘assumption of unity’ concerning the likely
relation between the two signals” (Spence,
2007, p- 4). The presence of events that have
been associated with each other strengthen
audiovisual binding (Jack & Thurlow, 1973)
while the presence of distractor events that do
not share amodal properties weaken it (Welch,
1999). Even consciously, distractors are hard to
ignore because the brain automatically detects
discordance between stimuli (Spence, Ranson,
& Driver, 2000) .

Complex unimodal (either visual or audito-
ry) stimuli can reduce crossmodal binding in
favor of grouping elements within one sensor
modality, a phenomena referred to as in-
tramodal binding (Spence, 2007). Experiments
by (Sanabria, Soto-Faraco, Chan, & Spence,
2005) with intramodal binding investigate
whether the number of equally moving visual
distractors has an influence on the perceived
movement of an auditory stimulus (left-to-
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right or vice versa). Results are counterintui-
tive. They report that increasing the number of
visual distractors from two to six made it easier
for participants to judge the trajectory of the
auditory stimulus. Since previous research by
(Morein-Zamir et al., 2003; Schutz & Lip-
scomb, 2007; Slutsky & Recanzone, 2001;
Watanabe & Shimojo, 2001) found contamina-
tion of amodal properties between two senso-
ry input as evidence for crossmodal binding, a
reduction of contamination with six distractors
suggests a reduced magnitude of crossmodal
binding. Taken together, these studies show
that simple audiovisual conditions enhance
crossmodal grouping while complex audiovis-
ual conditions segregate both senses and can
encourage intramodal grouping.

Bimodal stimuli are registered faster and
more accurately than unimodal stimuli (Teder-
Salejarvi, Russo, McDonald, & Hillyard, 2005).
In their study, Teder-Salejarvi et. al. presented
subjects with randomized sequences of uni-
modal and bimodal light/sound stimuli and
tested them for speeded responses to infre-
quency targets of higher intensity. When pre-
sented with only light or sound, subjects in
Teder-Sélejarvi’s study took longer and made
less correct detections than when both light
and sound were present.

2.4 Repeat

Repeated, simultaneous exposure to artifi-
cial audio and visual pairs increases their asso-
ciation as a congruent crossmodal object (van
der Linden, van Turennout, & Fernandez, 2011)
and produces integration-related cortical plas-
ticity in the frontal lobe (Naumer et al., 2009).

Instructional and/or situational context fa-
voring the assumption that two audio and vis-
ual stimuli should go together (unity assump-
tion) can lead to changes in our perceptual
mechanism that facilitate crossmodal binding
(Welch, 1999). (Vroomen, Keetels, de Gelder,
& Bertelson, 2004) noticed that when present-
ed repeatedly with slightly asynchronous tone
burst and flashing light (~+/- 200ms differ-
ence), observers tended to recalibrate their
tolerance window towards the direction of the
lag (up to 32 ms; ~10% of the lag). Aside from

demonstrating our brains’ dynamic approach
to spatiotemporal congruency, these studies
suggest that the unity assumption gives strong
impetus to the emergence of a crossmodal
representation of an object.

Unimodal familiarization of an audio or vis-
val stimulus increases identification speed and
accuracy within and across modalities in con-
gruent audiovisual pairs (Ballesteros, Gonza-
lez, Mayas, Garcia-Rodriguez, & Reales, 2009).
In Ballestero’s study a group of participants
was exposed to 30 ecological sounds or pic-
tures and then told to identify a similar set of
sounds or pictures in a speeded object naming
implicit task. Results show that familiarization
reduces identification time (1860 ms) and er-
rors (2.51%) compared to no-study event (2339
ms and 3.26%). Furthermore, unisensory famil-
iarization decreases response time in within-
modal as well as crossmodal conditions, sup-
porting the argument that crossmodal priming
is not modality specific.

3. Design guidelines

This section presents a preliminary effort to
explain how the principles same time, same
place, keep it simple, repeat can be applied in
the composition and design of an interactive
audiovisual piece. They increase feature con-
gruency (same time, same place), reduce anti-
binding distractors (keep it simple), and sug-
gest relatedness (repeat). These guidelines
provide an approach to enhancing the binding
of the various creative elements such as music,
sound, scenery, performers, light and video.
The goals are twofold: enable artists to bind
abstract material, and help the audience un-
derstand the cause-and-effect between inter-
active elements in cases where the technology
hides the mechanism of causality. The limita-
tions are also twofold: artistic consideration
supersede the need to establish causality, and
the four principles govern only those elements
that are implicated in a cause-and-effect rela-
tionship. Each rule breaks down into two
guidelines that strengthen crossmodal bind-

ing.

Same time: Synchronous events and asynchro-
nous events that have slow attacks;
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Same place: Superposition of elements in the
physical space and correlated spatial dis-
placement;

Keep it simple: Absence of elements or events
that are not related and audiovisual effects as
opposed to uniquely auditory or visual;

Repeat: Repeated exposure to each cause-and-
effect relationship and explicit information
about the interactive relationships.

4. Application of the rules in a perfor-
mance

Ad Mortuos is a collaborative work that fea-
tures live drawing, voice, brainwaves and
dance. The theme was inspired by a poem that
tells the story of the immortal soldier Athana-
toi (Greek —“without death”) who sings on
“bright love,” weaving a voice of hope through
the first tableau. Then Athanatoi falls into
deep séance, conjuring thoughts of the after-
life and immortality. A video of the perfor-
mance can be watched at the webpage
http://www.tiny.cc/admortuos. Athanatoi is
played by performer and vocalist Yago de
Quay using a brain-computer interface (BCI).
He wears a headset device (Emotiv EPOC, de-
tecting EEG) that enables deliberate mental
tasks and facial expressions to manipulate vis-
val and musical parameters. The device con-
nects wirelessly to the control software in a
Windows 8.1 tablet that he wears on the chest,
attached to a hoodie. A gyroscope sensor on
the performer’s upper chest, attached to an
under shirt, reports body orientation to the
tablet as well. The control software is trained
to recognize Quay’s facial expressions and
mental commands. Together with the orienta-
tion data, these are sent by a datagram proto-
col (UDP) through a wireless router above the
stage to the sound and visuals computers.
Sound is produced using a Max/MSP patch
(Cycling "74) that layers voice and sound effects
over a base track and then plays them through
a stereo system. The visuals are manipulated
in a VDMX software (Vidvox) and projected on
the floor from overhead.

Table 1 illustrates the mapping between
the BCI performer and the digital audiovisual
output. The interactive elements consist of the

BCl performer, six dancers, projections and
sound effects. The BCl performer serves as the
input while the six dancers, projections and
sound effects as outputs. The three input
types—body orientation, facial expressions
and mental commands—demonstrate differ-
ent degrees of perceived cause-and-effect,
from obvious to invisible, respectively. Since
mental commands are imperceptible to the
audience, the performer uses his right hand as
a visual cue to help connect the gesture to the
size of the circles.

Table 1. Input and output mapping

Input Diaital Output

Body Slant of concentric circles
orientation |Play position looped vocals
Facial Distortion of circles

Expressions [Bleeps and noises

Size of circles
Right hand height

Mental
Commands

To help the audience understand the cause-
and-effect mechanism in the BCl section of Ad
Mortuos, the beginning strictly adhered to the
four rules same time, same place, keep it simple,
repeat before allowing independent, non-
interactive events to occur such as solos by
each one of the dancers. Photos 1-4 on the
next page illustrate how these principles im-
pacted the overall visual aesthetic of the piece.
The next paragraphs describe how the rules
were implemented.

Same Time: Changes initiated by the BCl per-
former are immediately reflected on all inter-
active audiovisual elements. There are no
long-term, delayed interactions. The perform-
er's facial expressions and body orientation are
imitated by the dancers and produce an audio-
visual effect. Mental commands on the other
hand, take time to formulate. In order to keep
them synchronous with the outputs we settled
for slow, continuos audiovisual changes.
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From top to bottom. Photo 1. Same Time.
Body orientation rotating the visuals. Photo
by Rodrigo Guedes. Photo 2. Same Place. Su-
perimposed elements moving in the same di-
rection. Photo by Rodrigo Guedes. Photo 3.
Keep it Simple. Absence of non-interactive el-
ements. Photo by Chian-ann Lu. Photo 4. Re-
peat. Repeated facial expressions deform the
visuals. Photo by Jodo Beira.

Same Place: All the interactive, visible ele-
ments are co-located. Body orientation, facial
expressions, and hand gestures produce
changes on the adjacent dancers and projec-
tions. Displacement of the different body parts
and slant of the projections follow the same
trajectory.

Keep it Simple: Aside from the lights and base
track, which hardly change, all elements on
stage are interactive. The three input types are
never performed simultaneously and al-
ways produce a predictable effect on all the
outputs (dancers, projection and visuals).

Repeat: It was at the discretion of the BCl per-
former when and how to perform the inputs.
Nevertheless, they were repeated sequentially
multiple times to help establish causality. The
concert program informed the audience, with-
out getting into much detail, that the BCl per-
former was controlling the projections and
sound effects.

5. Conclusions

Introducing new interactive technologies in
performance can foster innovative artistic
practice. However, when technological media-
tion does not exhibit the physical causality
properties present in the natural world that we
are used to experiencing it runs the risk of ob-
scuring the relationship between the perform-
er's input and the media output. Furthermore,
performances based on physiological biosig-
nals leave the audience clueless to the nature
of the input. This paper looks at empirical stud-
ies in crossmodal binding that are concerned
with how our brains combine sound and image
to suggest four rules same time, same place,
keep it simple, repeat that can help re-establish
the causal link between the performer, image
and sound. The magnitude of synchronicity
and proximity (same time, same place) of au-
dio and visual events has a positive effect on
their grouping. Audiovisual distractors and in-
congruity has a negative effect in grouping
(keep it simple). Explanation about, and expo-
sure to, audiovisual pairs enhances the observ-
ers’ assumption that they should go together
(repeat). Applicable to meditated performanc-
es, these four rules give hints to the audience’s
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brain that the performer, images and sounds
are related and referring to an underlying
cause. This paper ends by suggesting eight
design guidelines and applies them to an in-
teractive audiovisual piece entitled Ad Mortuos
that uses brainwaves to control music and vis-
uals.

Credits for Ad Mortuos

Poet: Stephanie Pope

Spoken word: LaQuerra Carpenter
Choreographer: Yacov Sharir

Composer/Sound Design: Bruce Pennycook
Visuals: Jodo Beira, Rodrigo Carvalho

Costume Design: Kelsey Vidic

BCl performer/Vocalist: Yago de Quay

Dancers: Emily Snouffer, Becca Bagley, Gianina
Casale, Summer Fiaschetti, Katie McCarn and Ally-
son Morales

Camera: Pedro Miguel Resende, Filipa Rodrigues
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